N94- 25498 ~

Advanced Radiometric & Interferometric Millimeter-
Wave Scene Simulations

B. L. Hauss, P. J. Moffa, W. G. Steele, H. Agravante, R. Davidheiser, T. Samec
and S. K. Young
TRW Space and Electronics Group

1.0 Introduction:

Smart munitions and weapons utilize various imaging sensors (including passive IR, active
and passive millimeter-wave, and visible wavebands) to detect/identify targets at short
standoff ranges and in varied terrain backgrounds. In order to design and evaluate these
sensors under a variety of conditions, a high-fidelity scene simulation capability is
necessary. Such a capability for passive millimeter-wave scene simulation exists at TRW.
TRW's Advanced Radiometric Millimeter-Wave Scene Simulation (ARMSS) code is a
rigorous, benchmarked, end-to-end passive millimeter-wave scene simulation code for
interpreting millimeter-wave data, establishing scene signatures and evaluating sensor
performance.

In passive millimeter-wave imaging, resolution is limited due to wavelength and aperture
size. Where high resolution is required, the utility of passive millimeter-wave imaging is
confined to short ranges. Recent developments in interferometry have made possible high
resolution applications on military platforms. Interferometry or synthetic aperture
radiometry allows the creation of a high resolution image with a sparsely filled aperture.
Borrowing from research work in radio astronomy, we have developed and tested at TRW
scene reconstruction algorithms that allow the recovery of the scene from a relatively
small number of spatial frequency components.

In this paper, the TRW modeling capability is described and numerical results are
presented.

2.0 The ARMSS Code:

The radiometric signature of a man-made, highly reflecting target depends sensitively on
the target geometry and the background (sky and/or terrain) brightness temperatures
which happen to lie along the specular reflection path. It is thus critical to describe these
elements accurately. To model the interaction between the target, the sky/terrain
background and the radiometer, TRW has developed ARMSS, a rigorous, benchmarked,
end-to-end passive millimeter-wave scene simulation code. Many of the physics models
employed are "first principles"-models, requiring only measurable physical conditions to
accurately predict millimeter-wave scene signatures. In addition, our models offer a true
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3-D scene simulation capability, allowing the complex interactions between the various
elements of the scene to be correctly described. This is required at millimeter-wave
frequencies both because the downwelling atmospheric radiation varies dramatically with
zenith angle and because the emissivity/ reflectivity of most terrain materials has a
significant dependence on incidence angle. This is especially true near grazing incidence,
where scattering and emission are further complicated on rough surfaces by multiple
scattering and shadowing effects

The four major components of the ARMSS code are shown in Figure 2.1. The first and
primary component of this end-to-end code is a rigorous description of the passive mm
wave phenomenology. This encompasses state-of-the-art physics models describing:
emission from the scene constituents, scattering of the downwelling sky radiation by the
scene, propagation/attenuation of the electromagnetic energy from the scene to the sensor,
and upwelling atmospheric radiation between the scene and the sensor. More specifically,
the phenomenology model includes sub-models for atmospheric propagation effects and
meteorology, surface/terrain physics describing the mix of emission and scattering from
scene constituents, ray-tracing algorithms for efficient but accurate solution of the
radiative transfer equation, and the use of combinatorial geometry for constructing
complex three-dimensional scenes, Figure 2.2. Each aspect of the phenomenology model
has been individually benchmarked against both measured data and other models in the
literature. In addition, the phenomenology model as a whole has been benchmarked
against the field-imaging data which we have collected.

The second component of the end-to-end simulation code, the sensor model, takes output
from the phenomenology model (i.e , the very high resolution, radiometric image in front
of the sensor) and constructs the actual image as seen by the sensor, based on diffraction
optics and including such effects as lens aberrations, finite detector size, and noise. This
allows us to assess sensor performance and perform design tradeoffs. Again, all aspects
of the sensor model have been benchmarked.

Next, to evaluate the ability of real-time image enhancement and restoration techniques to
improve image quality, thereby allowing tradeoffs to be made with the sensor design
requirements, an image processing capability has been included in the end-to-end code.
This takes as input raw data from the sensor and applies noise filtering, upsampling,
temperature bandpass filtering, global and hybrid histogram equalization, and edge-
operator sharpening techniques to enhance the resulting image and thereby allow some
relaxation of the sensor design requirements.

The display model, the final component of the end-to-end code, captures the enhanced
images, frame-by-frame, on video tape for replay at the frame-rate for which the images
were produced. This allows us to perform those sensor design tradeoffs which involve
frame-rate, where higher frame rates normally result in a poorer signal-to-noise ratio.

Because of their importance to the accurate generation of passive millimeter-wave scenes,
a more detailed description of the models describing atmospheric propagation and the
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calculation of the sky radiometric temperature profile, terrain emissivity/ scattering, and
the construction of the background-target scene geometry will be given in sub-sections
2.1-2.3 below.

2.1 Atmospheric Propagation and Sky Radiometric Temperature Calculations

The sky radiometric temperature profile (a function of zenith angle) is calculated within
the ARMSS code based on computations of the downwelling atmospheric radiation.
These calculations begin with a determination of the specific attenuation rates in the
atmosphere. To this end, the propagation effects model developed by the Institute for
Telecommunication Sciences (Reference 1) has been implemented in the code. The model
calculates the specific attenuation rates as a function of measurable meteorological
parameters (pressure, thermometric temperature, relative humidity, hydrosol concentration
and rain rate) and has a range of validity from 0 to 1000 GHz. The model includes
pressure broadened resonance lines for water and oxygen, continuum absorption due to
non-resonant oxygen, pressure induced nitrogen absorption, Rayleigh absorption for haze,
fog and clouds, and a parameterized power-law rain attenuation model to simulate Mie
scattering and absorption by a distribution of droplet sizes corresponding to a measured
rain rate. The model accurately compares with published and measured data for clear-air,
fog, and rain attenuation, Figure 2.1 1.

To provide meteorological properties as a function of altitude for diverse geographic and
seasonal changes in atmospheric conditions, the ARMSS code makes use of any of ten
synthetic atmospheric databases compiled by the Air Force Geophysics Laboratory. This
allows the code to accommodate a diverse range of climatological and weather conditions,
ranging from subtropical to arctic and in various seasons. In addition, plane-stratified (i.e.,
layer) models for clouds, fog, haze and rain are included in the code to allow study of their
effects, both individually and collectively.

The sky radiometric temperature profile is calculated by a detailed evaluation of the
radiative transfer equation for the downwelling atmospheric radiation, taken from 30 km
above sea- level. The highly efficient ray tracing solution permits some 60,000 rays to be
processed in only 7 minutes on a Silicon Graphics Personal Iris. Benchmarks with the
literature and field measurements, using the 1976 U.S. Standard Atmospheric data base to
provide meteorological properties, have been performed, Figure 2.1.2.

The models described above are also used in computing both the upwelling atmospheric
radiation and the attenuation of the scattered and/or emitted radiation between elements of
the scene and the sensor. A benchmark of these calculations, including the contributions
due to terrain emission and scattering is discussed in the following sections.

2.2 Terrain Emissivity/Scattering Calculation

Terrain emissivities/reflectivities are calculated within the ARMSS code based on the
dielectric properties of the terrain layer(s) and their surface/subsurface geometry. For a
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single smooth (i.e., specular) layer, emissivity/reflectivity is determined from a
straightforward calculation of the Fresnel reflection coefficient, which depends only on the
angle of incidence and the complex dielectric constant of the terrain material.

The emissivity/reflectivity for multiple smooth dielectric layers is obtained from a
calculation of either the coherent or incoherent multiple layer effective reflectivity,
depending on whether phase coherence is maintained within the layers (i.e., whether
volume scattering within the layers is significant). The coherent reflectivity is calculated
by rigorously solving for the electromagnetic fields in each dielectric layer and then
employing a matrix technique to combine their individual effects, always requiring phase
accountability, to give the effective field reflection coefficient at the terrain surface.
Squaring the magnitude of this quantity then gives the coherent power reflection
coefficient. For the calculation of the incoherent reflectivity, reflections from each layer
are treated as an incoherent process, avoiding phase effects by basing all calculations on
the power (i.e., Fresnel) reflection coefficient for each layer. This calculation is carried to
infinite order in the number of reflections at the layer boundaries. For the three-layer
problem, this results in a closed-form expression for the effective surface power reflection
coefficient. Finally, assuming that the thermometric temperature is the same for all the
terrain layers, the emissivity for either the coherent or incoherent process is the difference
between unity and the calculated reflectivity.

For the rough surface emissivity, we employ either the semi-empirical model of
Choudhury and Wang (Reference 2), with roughness parameters chosen to give the best fit
to measured data, or Wagner-Lynch (Reference 3) scattering theory for an anisotropic,
random rough surface characterized by Gaussian statistics. This latter approach is based
on a geometrical-optics theory of emission and scattering. A complete ray treatment 1S
provided in the sense that single-scatter and bistatic shadowing effects are included in a
consistent manner for a general two-dimensional rough surface. To conserve energy to a
relatively high degree of approximation for all observation angles, a double-scatter
approximation is usually required. However, the single-scatter approximation employed in
the code provides predicted radiometric temperatures within a few Kelvin of the true
temperatures over most observation angles, Figure 2.2.1.

A data-base of models describing the dielectric properties of naturally occurring and man-
made terrain materials (water-fresh and sea, ice-fresh and sea, snow, various types of soils,
asphalt, concrete, etc.) has been developed for use in calculating terrain emuissivities. For
the majority of materials, these models are given as a function of frequency, physical
temperature, density, and water content. The bulk dielectric mixing models for some
materials are setup using a specified material makeup (e.g., the various soil categories use
specified bulk densities and percentages of sand, silt, and clay) as a user convenience.

This convention is easily modified to allow any appropriate combination of parameters as
determined by measurement of the local properties. These models have been successfully
compared to published data, Figure 2.2 2.
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2.3 Three-Dimensional Background-Target Scene Generation

Atmospheric propagation and terrain surface interaction models are joined through the use
of a true 3-D ray tracing solution of the radiative transfer equation. This model
determines ray paths through the atmosphere and ray intercepts with scene objects. The
model first employs a backward tracing of the ray paths, from the sensor, through multiple
reflections off scene objects and upward through the atmosphere. A forward integration
of the radiative transfer equation along the calculated ray path then gives the radiometric
temperature at a single point in the infinite resolution image at the pupil plane in front of
the sensor. Figure 2.3.1 shows four snapshot simulations of an aircraft landing on a
concrete runway surrounded by dirt. The weather conditions are heavy fog with wet
ground surfaces. A plane is parked on an adjacent taxi-way, with it's reflected image on
the nearby terrain surface. The important point to note is that this is a complex scene
viewed at near grazing incidence on both specular and rough terrain surfaces which is
realistically modeled.

The fidelity of the combined models for atmospheric propagation, terrain emission and
scattering, and the numerical solution of the radiative transfer equation has been
extensively benchmarked by comparisons with field measurements, Figures 2.3.2. These
results indicate that the models are not only qualitatively correct, but also quantitatively
accurate.

To achieve an efficient and highly accurate 3-D scene description, the ARMSS code
employs combinatorial geometry (also known as constructive solid geometry) to model
both elements of the terrain and high-value targets in the scene. The mathematical
description of each object in the scene is achieved through the orderly combination of any
of eight basic solid geometric primitives; rectangular parallelepiped, box, sphere, right
circular cylinder, right elliptical cylinder, truncated right angle cone, ellipsoid of
revolution, and right angle wedge. A scene object's location and shape is described by
selecting the appropriate geometric primitives and specifying their location, dimensions,
and how to combine them (given in terms of the unions, intersections, and exclusions, of
their individual volumes), Figure 2.3 3. As can be seen from the constructed models for
the BMP-1 troop transport, the T-72 tank and the SS-24 missile and mobile launcher
(Figure 2.3.4), this approach affords an accurate representation of scene objects, with true
surface curvatures which would be extremely difficult to achieve from a faceted geometry
model. The requirement to accurately predict the millimeter-wave scene obviously
dictates the need for this accurate treatment of the scene geometry.

In addition to determining the path length from the ray's current position to its next
intersection with a scene surface, the geometry package also identifies the code surface
element intersected, the angle of the incident ray to the surface, and the normal to the
surface at the point of intersection. This information is necessary in modelling the
contributions to the radiometric temperature from the terrain surface. In particular, the
identification of the code surface element intersected provides the terrain/surface physics
models with the particular surface and subsurface properties (specified as input for each
surface element) at the point of intersection. These properties include the number of
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dielectric layers for the surface element, specification of either
coherent or incoherent scattering/emission (for code surface elements
having multiple dielectric layers), layer material type, layer water
content, layer density, surface thermometric temperature, and

parameters specifying the surface rms roughness slope.

2.4 Real-Time Passive Millimeter Wave Scene Simulation:

As part of a joint program with NASA LaRC, TRW has been developing a
real-time, passive millimeter wave scene simulation capability. The
general approach taken to achieve real-time operation has been to
identify the necessary passive millimeter wave phenomenology models
from TRW's ARMSS code and implement these in an approximate fashion
into NASA's visible flight simulator. The primary requirement on this
process was that it maintains reasonable scene fidelity without
sacrificing real-time performance. The approximations made are

summarized in Table 2.4.1 and described briefly below.

First, the Constructive Solid Geometry (CSG) description of the terrain
scene was replaced with a polygonal tesselation. This allowed us to
replace the high ray sampling of the CSG scene with a much reduced (by
a factor of 1000 or more) ray tracing only to the verticies of the
polygonal scene elements. Polygon shading between the verticies is
performed by simple shading models implemented in the Silicon Graphics
firmware. This introduces a small interpolation error in the scene
radiances between polygon verticies; however, the magnitude of this
interpolation error is easily controlled by reducing the size of the
scene polygons. A second problem introduced by the polygonal scene
element approach is the difficulty in simulating multiple reflections
and shadowing effects, although a method has been devised for

implementing these as well.

The second group of approximations which were required to achieve real-
time passive millimeter wave scenes were the use of lookup tables. The
real-time code employs lookup tables for the sky temperature profile,

the emissivity/reflectivity of specular-surface scene elements versus
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incidence angle, and the apparent temperature of rough-surface terrain
elements as a function of the angle of observation and assuming a
horizontal mean ground-plane. These tables are computed at the
beginning of the simulation based on the input atmospheric and terrain
conditions. This use of lookup tables eliminates the need for
repetitive calculations of the downwelling atmospheric radiation and
the emitted and scattered radiation from the scene elements for each
ray. There is a small price incurred in terms of interpolation error,
but as will be illustrated in the following talk from NASA LaRC, these

errors are negligible.

A significant improvement in performance, which allowed real-time
operation, resulted from the approximation for the upwelling
atmospheric radiation from a scene element to the sensor. Since the
sensor is continuously moving and viewing different elements of the
terrain, this calculation could not be handled using a lookup table.
The approximation employed makes use of the fact that the temperature
lapse rate in the troposphere is small, only 6.5K/km. This means that
over a plane stratified layer of perhaps a few tenths of kilometers in
height, the thermometric temperature is essentially constant.
Considering that most of the landing simulations will involve sensors
within 0.2km of the ground, the integral of the path radiance from the

scene element to the sensor,
JL a(s’')T(s") exp[-JL a(s")ds"],
0 s’
can be reduced to a simple algebraic form
/ \
Tp \ l-exp[-7(0,L)] s,

where Ty is the effective or mean thermometric temperature along the

path and
r(0O,L) = JE a(s")ds" = sechd 7(0,2)

is the cumulative optical thickness. A lookup table of 7(0,z) is
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computed at the beginning of the simulation, and used to further
speedup the calculation. As can be seen from Figure 2.4.1, the
difference between a brute-force numerical integration of the path
radiance and the above constant temperature approximation is
negligible; however, the approximate solution is easily two-orders of

magnitude faster.

The final approximation employed in the real-time model is the
restriction to a single specular reflection from an element of the
scene. The model assumes that any reflection off a scene-element which
results in the ray going back towards the terrain will be reflected
from the terrain as if from a perfectly conducting horizontal ground
plane. This approximation was implemented as a temporary measure until
there was sufficient resources to implement a multiple reflection
model. A method for implementing multiple reflections and shadowing in
real-time using the polygonal model described earlier has been devised,
but not yet implemented. The current approach does not correctly treat

the interaction between elements of the 3-D scene.

We have benchmarked the real-time passive millimeter wave scene
simulation against TRW's ARMSS code, and have found it to be accurate
to within a few Kelvin throughout the entire scene. The details of
this comparison and a live demonstration of the real-time passive
millimeter wave flight simulator will be presented in the following
talk by NASA LaRC. The principal planned upgrade to the real-time
simulator is the implementation of models for multiple reflection and
shadowing, allowing the correct treatment of the interaction of the 3D

scene elements.
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3.0 Interferometric Modeling:

Interferometry is a technique for trying to achieve the resolution of a large aperture by
only sparsely covering the equivalent area with much smaller apertures. The Van Cittert-
Zernike Theorem (see for example Reference 4) relates the correlations (called visibilities,
V) as measured by each antenna pair of the interferometer with the scene intensity
(brightness, ). The visibilities are functions of the two spatial frequencies u and v. These
are the x and y components respectively of the antenna spacing (baseline) divided by the
wavelength. The Theorem states that V and I are a Fourier pair and thus a simple
inversion can be utilized to recover the scene intensity. (Figure 3.1) The sparse array of
antennas produces, however, only a fraction of the Fourier coefficients. The modeling
techniques described in this section addresses the issue of image reconstruction based on
an incomplete Fourier transform. To increase the number of Fourier coefficients
measured, or the coverage, one can increase either the number of antennas or the
bandwidth. In the latter case, the received bandwidth must be subdivided or channelized
to provide discrete Fourier coefficients. The design of an interferometric system relies on
striking a balance between hardware and processing.

Besides the problem of trying to determine the scene content by only measuring a fraction
of the Founer coefficients, there 1s a calibration concern. Errors in each antenna
measurement can be attributed to uncertainties in its location relative to the other
antennas, atmospheric effects on the signal propagation and errors introduced by hardware
imperfections. These errors must be removed through processing.

The Astronomical Image Processing System (AIPS) was acquired from the National Radio
Astronomy Laboratory. It contains state-of-the-art algorithms developed by the radio
astronomy community for image formation, image processing and self-calibration. (See
Reference 5.)

There is a penalty paid for trying to recreate the resolution of a large aperture by only
sparsely filling the area with antennas. Large, deterministic but confusing, sidelobes
appear in the interferometric image. The radio astronomers have descriptively termed this
unprocessed image a "dirty" image. The large sidelobes arise since many of the Fourier
coefficients necessary to fully determine the image have not been measured. In the inverse
Fourler transform performed to create the image, these unmeasured terms are set to zero.
The dirty beam is defined to be the dirty image of a point source at the image center. It is
equivalent to the point spread function in optics. It is determined by setting all of the
measured correlations to one and then Fourier transforming. It is the response of the
interferometer to a point source and is fully deterministic.
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The dirty image can be thought of as the convolution of the dirty beam with all the sources
in the scene. Clearly, the large sidelobes associated with each of the stronger sources will
tend to cover the image and mask the weaker sources. The deconvolution of this dirty
beam from the dirty image will lead to a "cleaner" representation of the sources in the
scene. This is the goal of the nonlinear deconvolution techniques developed by the radio
astronomers. (See, for example, Reference 5.) The two principal ones are CLEAN and
MEM (maximum entropy method).

3.1 CLEAN and MEM

CLEAN is a straightforward iterative method for removing the sidelobes from the dirty
image and uncovering the true sources. In its simplest form, the pixel with the largest
amplitude is located; a dirty beam scaled to a fraction of the peak amplitude (that fraction
is termed the gain) and located at the peak is subtracted from the dirty image; a tally of
the location and strength of the peak is kept, and the process is repeated until the
remaining image (called the residual image) is either flat enough or small enough. At that
point, all of the point values stored from the found peaks are combined, convolved with an
approprnate "clean" beam, and added to the residual image; The result is the "clean" image.
As the stronger sources are located and their associated dirty beams are subtracted, the
weaker sources emerge from the sea of sidelobes and image fidelity is dramatically
improved.

A more sophisticated version of CLEAN, the Clark algorithm, has been implemented in
AIPS. The CLEANING iteration has been split into major and minor cycles, in order to
speed up execution. Usually, thousands of iterations are necessary.

The second approach for image cleaning is MEM. It 1s mathematically more complicated
than CLEAN. Unlike CLEAN, which has an underlying assumption that the scene is made
up of discrete isolated sources, MEM is a much more general nonlinear deconvolution
technique. The premise on which it is based states that there are an infinite number of
choices for the values of the unmeasured Fourier coefficients and that setting them to
zero, as is done in the dirty image formation, is not the optimum choice. MEM is a
prescription for choosing the unknown Fourier coefficients.

With the MEM algorithm, an entropy-like function of the image pixel intensities 1s
constructed. This can be related to the information content of the scene. MEM then
chooses the values of the unmeasured Fourier terms by maximizing the "entropy", with the
constraint that the measured Fourier coefficients match the Fourier transform of the
MEMed image to within the noise. This multi-dimensional, constrained maximization has
been implemented in AIPS in an iterative scheme that converges rapidly, usually in ten's of
1terations.

The radio astronomers have taken advantage of the fact that the main errors arising in

interferometric data collection are associated with each antenna. Since correlations are
formed pair-wise, there are many more correlations than errors. An iterative technique,
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known as self-calibration. has been developed to remove these errors from the data. This
algorithm is included in the AIPS package.

3.2 Modeling Results

In Figure 3 2.1, we show an airport scene generated by the phenomenology module of the
ARMSS code. For each specific interferometric configuration, a "mask"” depicting the
corresponding u-v plane coverage is produced. (See Figure 3.2.2) Using this mask, the
appropriate Fourier components that the interferometer will measure are filtered out and
stored in a file suitable for input into an image processing code such as AIPS. This scene
generation procedure 1s summarized in Figure 3.2.3. The unprocessed and the processed
images (using the CLEAN and the MEM algorithms respectively) of the scene are shown
in Figure 3.2.4. Finally, to illustrate self-calibration, random phase noise is injected into
the received signals in order to corrupt the interferometric image. The self-calibration
algorithms allow for the recovery of the original image as shown in Figure 3.2.5..

4.0 Conclusion:

An end-to-end passive millimeter wave system modeling capability has been developed at
TRW and state-of-the-art interferometric image processing codes have been acquired.
These codes have been applied extensively to the design of radiometric and interferometric
imaging systems for divers commercial and military applications (Reference 6).

References:

1. H. Liebe, "An updated model for millimeter wave propagation
in moist air,” Radio Sci. 20 (1985) 1069
F.T. Ulaby, R K. Moore and A K. Fung, Microwave Remote Sensing.
Volume 3, Addison-Wesley Publishing Co., Reading, MA, 1981
P.J. Lynch and R.J. Wagner, "Rough-surface scattering: shadowing, multiple
scatter, and energy conservation,"Journ. Math.Phys. 11 (1970) 3032
4 A R. Thompson, J.R. Moran, and G.W. Swenson, Jr., Interferometry
and Synthesis in Radio Astronomy, John Wiley and Sons, Inc.,
New York, NY 1986
S. R.A. Perley, F.R. Schwab, and A N Bridle, editors, Synthesis Imaging, distributed
by the National Radio Astronomy Observatory, 1986
6. S.K. Young, R.A. Davidheiser, B. Hauss, P. Lee, M. Mussetto, M.M. Shoucri,
and L. Yujiri, "Passive millimeter-wave imaging",
TRW Quest Mag_, vol. 13, no.2, pp 3-20, Winter 1990/1991

[§5]

(V8]

143



I'v'C 9IqeL

o|Bue souspiou; Areljque je
. AjAissiwe uress) paindwoo U
Jous uonejodiaut aja1b1BaN

sjusLLIS|e 9oRUNS U[elIs) Jo)
salAlssiwe Jake| a|diynw o
o|Burs pue sajusdold 01108]8IP
10 Uolye|NoeD aAladal SeAes

uone|n

-WiIs Jo Wels e payndwoo
‘o|Bue aouapIoul JO Uol

-0UN} B S S80BUNS e|noads
10 AJAISSILWS 1o} 8|qel dnyooT]

(spnojo Ayored
ou “'8'l) suonpuUod Ays oujewl
-WAs Aeyinwiize o) paiWI

a|Bue yjuez
Aeniaue e aineladwsal s
u| Jona uonelodiaiul aiqiblBaN

uonelpel ouayds

-owie Buljjamumop 1o} alayds
-odoy jo doy wouy shel jo
uonelBajul aannadal saAeg

uoleNwis Jo Uess je
paindwos ‘a|bue yHusz 'sA ain}
-eladway Ays Joj a|ge) dnyoo

saoipan uobAjod usamiad
saineladws); paindwod ul
10115 Uone|jodialul $80NpoIU|

LoRos|jal sleinws O} JNoIa

Aswosb auaos
}0 uondiosap 8}elndoe. §887

uornelado

aln-jeas-lesu syiad

(etowl 10 000} JO Jojoe}

Aq) eoel 01 shel Jama) Yonip

saloiueA uoBAjod
0] Ajuo Buioels; yym ‘siuswws|s
aUs0s Jo UoNe|assal [euoBAjod

NOILLYHIHO INIL-TYIH HOH ADOTONINONIHA OL SNOILYNIXOHddY

144



(o)D) 1'¥'¢ SIqeL

SOj0B]SCO pUB ulella]
(-€ JO SjuslB|e Usamaq uonoe
-Jajul ey} 1eal) A)j081100 10U JjIM

shel pajos)jel
Adiinws moyoy oy Buiaey jou
ul sBulaes jeuoileindwos swos

aueld

puno.B jeiuoziioy ‘Bunonpuod
Apospisd e wolj S| urelss) o
UOND3|§a! PUODSS SBLLNSSE YoIym'
‘[apoW uonos|yal Jjejnoads a|buIs

punc.b jo

S1818LLIOID M3} B UIYIM s! Jybley
wiope|d-Josuas uaym paonp
-0Jiul Joule uoneiBaiul 8|q1BBaN

uonelado awin-jgsal

sywiad (001 1Ses| 1. JO Jojoe;

e AQ) uolelpel ousydsowie
Bujjjlemdn Jo uonenjeAs Jo}

awl uoneindwoo Jauoys Yon

uonelpel
onsydsouwre Buljjamdn Buneast
10} poylew arewlxoiddy

a|Bue Alreniqle 1e ainjels
-dwa) jusledde psindwioo ui
Jouss uonejodiaiul a1g1biBaN

SjUBLIBIA BUBDS JBY]0
Aq Buimopeys 10} MOJ[B 1,Usa0(

|R1UOZIIOY O] 8S0J0 8B YIIym
soue|d punolf 0} palolisay

S80BUNS
ybnol wopues oidonosiue Wolj
UoneIpR) Palaleos pue papiwe

Jo} sjeiBajul [rUOISUBWIPN N
1O UONEINoED aAlladal saAeg

uofiBiNwiIsS JO 1els 18 painduwios
‘(yuusz spremoy pajulod sue|d
punolb uraw 0] [BLWIOU UliMm)
a|Bue uoneAISSqO JO UojouUN]
e se aimeladwa) uaedde
aoens ybBnoy 1o} ajge} dnyoo’]

NOILVYHAdO FNIL-TVIH HO4 ADOTONIWONLGHA OL SNOILYINIXOHddY

145



(SSINYVY) 9p0D uolE|UWIG JUIDF SAEM ISRWIIA
SUIPWOIPEY PIdUBAPY pug-0i-puzy SMAL IO sjuouodwoy) [eduug 17 23y

uonewuy auel4-Ag-awel] ¢
130N AV1dSIa

alempiey pue
sunpuofi|y awi]-jeay jo uonjeuaq e
sanhiuyoa] uonesoisay abieur| ¢
sanbiuyaa] juawasueyul ahiew| «

T100W HNISSII0Hd FOVINI

[3POAI S193) 1]

[2311193]3/|e3IUBYIB | o
[3POIA 1012313(] o
japopy sandQ losuag e
130N HOSNIS

upraofijy Huraes) Aey o

[apop saIshid ures1a/aseungs e
[apopl 1313E3AA 11y dsouny e
|apofy uonefiedosd ouaydsouny e
71300 ADOTONIWONIHA

. 4 NS,
WUD1IVIS DNIABISHD - 2

146



A3ojoudwioudyd 2AEBA\ ISIDWIJIN 2AISSE]

up

,:.ux.“_n:...: uptydvyte)x | w_quum._.

Ll (BED LR YL (Wi
jrojr-8l0yd¥y=p)dvy

sunpizoby busoes] Aey

WNIGIW WNI0IW SNOINISOWOH
v
lolig
!
yy  ldi=l _ |

NOIHVIOVY d d
03U31IVIS
40 NY3LIVd

|3poy sa1sAyd aosepng/uiessa)

SSINYYV ul S|SpON

Y34V NOIVAEISBO
Nivuyil ——p{ JEOINIVW

1 NOISSIn
OUVMIN JdBHASOWIY = 90
NOISSING
QUVMNMOD JgTiidsoniy « N0y

/ NoisSIWI Nval s 9
& ¥o)4
< NU3Llvd

N adh VNNILNY
N
310G BARA 1L BAISSE JO SJUBWA[F

/

oY1 Jo swswg odiseg 7'z andiyg

uonelauan Anawoan auaag

NIVuHIL

b (o) dny 2

japoy uonebedolyd auaydsouny

147



p  uonenuany dudydsouny

[ngrsang 1) VN TIVINIVY
©o " "

T T

NOLLYANILLY NIVH S121034d 1300 W ML IHL
Yol N0 et

ox [~ ¢ (3] [ 4 [ [} [ ]

—~

1 T . T

SINININSYIN @
ENOIIVINIIVY JO0) = — -

NaowING T

NOILVNANILLY HIV-HVITID “1SIOW S121034d 1300W MUL 3L

RS NDLYOINILIY AV IND

o223TI 8T LEelTRY

~7

Voevar by

eleqg payshiqnd
pa1o1pald-SSINAY Jo suosuedwo) [°1°7 2Indig

© A1 INIIN) ¥1IVM GHDA

" e [L 3] wes
T 1
ERY) Hd
1 ¢
mon -—
it — -
Ny - - N
E
n
NOILVANILIY 904 S12103Ud 1300W MHL IHL
ONIHILLIVIS *IN ILVINWIS

01 1300W NOILYANILLY NIVH MYT-HIMOd ‘03ZIHI1INVHYd -
{SON0YD ANV 904 IZVH

HO4 NOLLJHOSAY HOITIAVH) 1300W NOLLVANILLY WSOHAAN -
NOLLIHOSAY
N 139N0N1 UNSSId ONVE0 INVNOSIH-NON 01 IN0 WNANILNOD -
"JINVNOSIH WOY
AVMVY STIVHS INM M-A AR QIHINDIY SNOILITHHOD WWIIHIdW]
NV ZHL L JA0OY SIND 04 1 01 3IN0 NOLLUOSOY WNNNILNOD -
{119 ye8-601 20 ANV
(2119 166-22) 02 1 404 SINM IINVYNOSIH 0INIAVOHE JUNSSIUd
SIGMINIINOW o
119 0001 - 0 SIALIGNVA 10 39NV S.1300W -«
(U - M- HY - L - d) VIVO
WIH0TOHOTLIW WOY § {S1I144] AVIIA HLVd NOILVD0dOld
(INV NOILVAINTLLV) SUILTAVHV I1Lvd 01aVH SILVINDIVD
(3830 ‘n) sut
WOH 1 1300W 11V NOLLVANILLY INIOd 40 NOISHIA INIDIIY LSOW -

148



suonipuo) 30]
pue Jiy Ies)) Iopun sIpyoid amerddwol A4S paidipard-SSWAV 717 undig

(dtpvu wioy) 32133p) uonwadly

0L1 0S1 oc1 or1 08 (Bep) oiBuy yiusz 09
1 1

1 N 1 | 1 0
88 {8
S04 u1 sapjoid adnjesaduwral £yg -0z [ ] n_u o—a o_udJo

-0r

o9 (e]Buy YijusZ) jucoeg
- 08 o o3 o

1

| | |

Bujpunog spuosoipoy y)im snosudjjnw|S °
‘stop ‘woyljom ‘NIH 19edsoiy v
19 HIY A3 sjusweinsosyy .

- 001
I- 021
-O¥T
091
- 081

('s1» .00%) C..m/¥ g0='due) 1os01piy
L0001 =8s3uxd1yL salwy Jog
‘ase N OCFIpeH Ipmnsiptit-uny ‘PMs .m.%
| ‘w0 paseq aae suopymndwo)

"90p ‘piojpan 96t Bnv 92 153 0160
8{D(Q 8puotOjPOY W0J) SUO|I0JNAWIO0D) wmeme

(%) aamyvradwsy

T
[=]
[~1
o~

I- 022
payndwoy — ro¥2
PINEUIY v - 092
- 08e

doq noyjiy saqyoad eanjeradura] LS 0z 5
e -or
- 09 x

-08
- 001
- o2 !

- Ol
- 081

12 sz ¢t
I o
001 2. YR V) £

M0 =0 .w._ WRL-G IP|-plw ‘ENenEoII) - 00z <
us R I apn - ‘ms s
t N ¥p gy PMINNPIN-BIY IS S ~58 {(N) ) {1H9)

JUO paswq I1® BUOCH N .
- 022 ‘soepy  dwo) by
paiynduto)y —— Hove se:njoiedwse| yjue?

srnywaadway

A

- - 092
poInseap 19 0°g¢

-0z
: . -

- 0o

eg/12-02/21 eedagy a3yeysg

g
149

() saniosadwey Lyg

[
2



uonezue[og [BJ1SA (Q) pue uonezle|od [BIUOZUOH (E) 10O [9PON

oopjING 1911EIS-2[QnOQ B Pue I91BdS-SSWAV Jo uosuedwo) [7'7 2mdig

oy 0l 09 05 or o
o . _ T 051
o ™
i —ou
| -
i —{oat
i ~ost
i J
i —ooz
A oIz
ﬁ oz
i
]
v -1pcz
| -1
- 7 gh
- ANNOE 13IM0T = 1 -pese
ANNOY ¥3dN s N
s/t M9 ]
/WY« M(P)
. 0oL« L o Lad
104 TWIIINIA
L FHO SC 81 T
B ~Hou
) 1 1 i 1 L 1 1

s/wWrl= M9
/vy = mi9)

ool = )
104 WINOZINOH
THO 5761

—1001

O

ol

150



ZHO 81 (@) pue zZHD 9 (&) 1® ey LIS
e 10j soniodord OUId[AI(Q PpaAINSed pue padIpaId-SSWAV 7'TT dIndig

(g-U0 ¢w) “w 3INISTOW J|JYaUN|OA

{¢-W cuwd) *w 3in1S|oW I111UN[OA
0°0 $'0 h'0 £0 o 1o 0°0

S0 h*0 €0 Z°0 1o

T

3 1UDISWO) 21JIdalalg
3 JUDISUD) J14133]131Q

7
i ] ]
ZH9 §° 87 :AJudNDAIY 749 0*9 :AJUINDIIY |

— I 1 1 " 1 1 1 1 0§ A 1 . i . 1 1 | " _ 114

151



BIPO]N UIBLIQYL

SNOLEA JO SUBOS OMIdWOIPEY PAIPAIJ-SSWAV Pue painseay 7€ T 21ndig

IIPCN OA0(Y S00139(]

o.m~ o_m 09
-
-
8}alouo)d m
/
! g
-
uozlroj]

0

06

0071

00¢

01 06 09
L la i g
-06G
eyds :
leydsy 001
-06GT
\ 5
-00¢
\ 06a
I
M
00¢.

__:.\._._::

ozl 06 9
[V T O T A A S O I I 0
"~
- 05

lajepm -
oowsg -

W S - 00T

- 0G1
i

- 002

06z

S 00t

uozjiojj

A[9y ‘eanjeasduwas],

ul

152



suonipuo) 9dejing 19M pue 304 AAeOH 19puf) SIUOS
Aemuny 2ABp\ 1910WI[IN uonnjosay YSIH PIAaAeIdsudn-SSINYVY €7 andig

“139) 001

133} 007

153



- — T/ =7/

—
(8]
~—

D wmn  SE— —— S S SR a—— —

1opunjdy pue 219ydg e jo uoisnjoxyg (9)
pue uowf) (q) woiyy pduuog s12[qQQ [euolsudWI-AIYL €€°T aindig

(a) (%)

2 N

L HdS

154



Figure 2.3.4 Combinatorial Geometry Models of BMP-1 Troop Transport, T-72
Tank, and SS-24 Missile and Mobile Launcher
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LOW DENSITY AIRPORT SCENE

Figure 3.2.1
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Figure 3.2.4 Unprocessed and Processed Images
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